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Abstract—This document presents the final report on
the research investigations and outcomes of our AFOSR
DDDAS project titled Stochastic Hybrid Systems Modeling and
Middleware-enabled DDDAS for Next-generation US Air Force
Systems. It summarizes our contributions to the various facets
of the DDDAS paradigm when applied to provide dynamic
resource management in cloud computing platforms so that
they can support applications with different quality of service
requirements. To that end, first, we describe our approach on
workload characterization of cloud-hosted applications using
online model learning that is used for resource management in
the cloud. Second, we report on a new service called Simulation-
based Optimization as a Service, which is an approach we have
developed to simulate the learned models to obtain optimal values
of parameters to a model that are applied to the system in the
DDDAS feedback loop. Third, we report on a number of dynamic
resource management algorithms we have developed and their
experimental evaluations for hosting DDDAS-like applications in
public cloud infrastructures. Finally, we report on ongoing work
towards using the DDDAS paradigm in the continuum from cloud
to the edge to support applications that are hosted across the
cloud-edge spectrum.

Keywords-Dynamic resource management, model learning,
simulation-based optimizations, cloud infrastructures for DDDAS
applications.

I. INTRODUCTION

Critical cyber-physical infrastructure, such as the national
power grid, transportation network [1] and smart cities [2],
are large-scale and complex systems that illustrate highly
dynamic and uncertain nature of the operations, as well as
significant heterogeneity in the end systems, network protocols
and technologies, and software systems that support the system
operations. In such systems, human intervention becomes
infeasible to handle problems stemming from cyber-physical
events such as failures or deliberate attacks.

Further, it is estimated that with increasing mobility, the
mobile traffic will have grown thirteen times more than the
existing mobile traffic and there will be three times more
connected devices than the number of people on the Earth [3].
Similarly, scientific experiments such as CERN also generate
enormous amounts of data estimated to be about twenty-five
petabytes in a year [4]. With the emergence of the Internet of

Things (IoT) paradigm, billions of data points are generated
and as a result, the volume of this data is getting even larger.

All of this generated data must be processed to extract
useful features out of it. This growing, massive amounts of
data require more storage and compute resources, which is
ultimately provided by the data centers throughout the world
and the cloud computing infrastructure. As more and more ap-
plications are created, the cloud computing in general and data
center in particular have become critical for many projects,
enterprises, and research communities. Hence, it will continue
to play a crucial role in delivering a variety of services.
Many of these services will require a variety of quality of
service (QoS) properties to be supported, which means that
the cloud platforms must provide differentiated services to
different cloud-hosted applications, in turn requiring effective
resource management solutions for the shared cloud platforms.

Despite the fact that there is a significant momentum
towards moving to the cloud, a variety of issues still exist in
utilizing the cloud to its fullest potential. For example, energy
efficiency, capacity planning, performance management, disas-
ter management, and security are a few major concerns faced
by cloud service providers (CSPs) among others. The energy
consumption of data centers worldwide has reached staggering
proportions and this trend will further continue. Moreover,
diesel power generators, due to power outages in data centers
and power plants, emit millions of tons of carbon [5], [6].
Thus, CSPs must address energy efficiency issues for data
centers. A recent initiative by the US Department of Energy
(DOE) seeks the data centers to become 20% more energy
efficient by 2020 [7].

A. Solution Approach: Use the DDDAS Principles

The Dynamic Data Driven Applications Systems
(DDDAS) [8] principles are a promising approach to
address the need to manage and control the next generation
of cloud-hosted cyber-physical systems. DDDAS prescribes
a data-driven model learning process of real-world systems
and subsequently simulating these models within a decision
support system to control the system behavior and maintaining
its intended trajectory. The use of simulations in decision
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support is fundamental as a means to enable dynamic data-
driven decision support in a wide array of systems. However,
the success of any DDDAS approach depends on its ability
to learn and simulate models of the target system. In turn, the
quality of the learned models will determine how effectively
the real-world system can be managed and controlled.

Figure 1 illustrates why the cloud resource management is
an important problem for our project. We envision a variety of
DDDAS applications with their QoS needs will be executing
on public cloud infrastructures. To satisfy the timeliness and
reliability needs of the cloud-hosted DDDAS applications, we
must assure these properties at the cloud level through effective
resource management strategies.

Focus of the AMASS R&D

DDDAS Application
DDDAS Model 

Simulation

Cloud Infrastructure 
Resource Pool

Cloud Resource Pool 
Model Simulation

control

control

instrument

instrument

Fig. 1. AMASS Project Focus

To that end, the cloud platform must be managed and
controlled so that it can provide the desired functional and non-
functional properties of the cloud-hosted DDDAS applications.
In order to accomplish this objective, the cloud platform itself
can be viewed as yet another DDDAS system, which means
that the models of the cloud platform must be learned and
simulated to enforce the right resource management decisions.
This key philosophy defined our contributions for the three
years of the project. In this project, we made the following
contributions each of which is summarized in this report.

1) We describe our approach to workload characterization
of cloud-hosted applications as a way to describe a
strategy for online model learning that can be used for
resource management in the cloud.

2) We describe a new service called Simulation-based
Optimization as a Service, which is an approach we
have developed to simulate the learned models to obtain
optimal parameter values of the models that are applied
to the system in the DDDAS feedback loop.

3) We report on a number of dynamic resource manage-
ment algorithms we have developed and their experi-
mental evaluations for hosting DDDAS-like applications
in public cloud infrastructures.

4) We report on ongoing work towards using the DDDAS
paradigm in the continuum from cloud to the edge to

support applications that are hosted across the cloud-
edge spectrum.

B. Report Organization

The rest of the report is organized as follows: Section II
details the key technical challenges we have addressed to date
in our work; Section III describes our approach to model
learning using Gaussian Process; Section IV describes our
approach to model execution using simulation-based optimiza-
tions; Section V describes our approach to scaling dataflow
programming models; Section VI outlines the different re-
source management solutions we have developed to date;
Section VII alludes to ongoing and proposed work; and finally
Section VIII offers concluding remarks summarizing our work,
outcomes and alluding to ongoing work.

II. RESEARCH CHALLENGES FOR CLOUD DATA CENTERS

This section provides an overview of the research chal-
lenges stemming from supporting the execution and quality
of service demands of DDDAS application models executin
in cloud infrastructures that are addressed by our project. To
better situate these challenges, a high-level architecture of a
cloud data center, which provides the resources, is depicted
in Figure 2. In this architecture, physical resources such as
servers are part of the physical layer which are virtualized
by the virtual machine manager (VMM) or the so-called
hypervisor in the virtualization layer.Lightweight forms of
virtualization offered by containers is also part of this layer.
Virtualized resources and infrastructure are controlled by the
infrastructure management tools in the cloud management
layer. Applications and cloud services are executed within the
virtualized resources shown on top of the virtualization layer.

Fig. 2. High-level Architecture of a Cloud Data Center

A. Challenge 1: Model Learning Challenges

We have observed that cloud service providers use virtu-
alization to enable hosting multiple applications in a single
server such that each application has its own configuration
and allocated resources to fulfill their application-specific
demands and requirements. Clouds are important for model
learning and execution of critical resources due to their elastic
nature. Furthermore, service providers use resource overbook-
ing to increase the utilization of the servers and therefore
to increase their profit. However, the primary drawback in
resource overbooking is performance interference between the

DISTRIBUTION A: Distribution approved for public release.



hosted virtual machine (VM) collocated in the same physical
host. Performance interference significantly affects application
performance and its other quality-of-service (QoS) properties.

The performance interference level depends on the type
of collocated workloads and their corresponding collocated
resources. For example, collocating multiple VMs all with
memory intensive workloads in the same physical platform
(host) can lead to a high cache miss ratio rate because of their
high demand for memory access. Thus, the performance inter-
ference can be minimized by introducing a smart placement
or migration strategy for VMs based on their workload types
and how does it impact the system performance metrics.

B. Challenge 2: Model Execution Challenges for Effective
Decision Support

With the advent of data-acquisition technology in the past
decade, using simulation-based optimizations provides a low
cost alternative to emulation of physical phenomena including
stochastic processes and solving optimal control problems in
dynamic systems as has been demonstrated in many industrial
applications [9], [10], [11], [12]. To provide high quality
decision support, one can use simulations in an optimization
loop to derive good values of system parameters for a given
system state, particularly when the system has too many
parameters and traditional means to optimize the outcomes
are either intractable or infeasible (for example, if gradient
information is not available or is hard to compute). To that
end, simulation-based optimization methods have emerged to
enable optimization in the context of complex, black-box
simulations obviating the need for specific and accurate model
information, such as gradient computation.

Despite this promise, the traditional simulation-based ap-
proaches without dynamic data driven capabilities are not able
to synchronize with real-world conditions, which often results
in inaccurate prediction and failure of the system control.
To that end, DDDAS, as an innovative paradigm for real-
time computer simulations, effectively overcomes setbacks in
traditional simulation approaches. Two key challenges emerge
in this context. First, although simulation based optimization
has become an important subject in various areas, to solve
large scale problems, simulations sometimes are extremely
complex and require tremendous computing power. Second,
even with DDDAS as an enabling paradigm, simulation-based
optimization methods are not intended for anytime use, and
do not account for real-time constraints and associated trade-
offs between solution quality and time to decision, which may
be critical considerations for the systems that utilize these
approaches for control.

C. Challenge 3: Parallel Dataflow Models for Real-time De-
cision Support

With increasing importance of IoT, which is a significant
expansion of the Internet to include physical devices, bridging
the divide between the physical world and cyberspace becomes
critical. DDDAS-centric IoT, also called Industrial IoT (IIoT),
which is distinct from consumer IoT, will help realize critical

infrastructures, such as smart-grids, intelligent transportation
systems, advanced manufacturing, health-care tele-monitoring,
etc. They share several key cross-cutting aspects. First, they
are often large-scale, distributed systems comprising several,
potentially mobile, publishers of information that produce
large volumes of asynchronous events. Second, the resulting
unbounded asynchronous streams of data must be combined
with one-another and with historical data and analyzed in
a responsive manner. While doing so, the distributed set of
resources and inherent parallelism in the system must be
effectively utilized. Third, the analyzed information must be
transmitted downstream to a heterogeneous set of subscribers.
In essence, the emerging IIoT systems can be understood as
a distributed asynchronous dataflow. The key challenge lies
in developing a dataflow-oriented programming model and a
middleware technology that can address both distribution and
asynchronous processing requirements adequately.

The distribution aspects of dataflow-oriented systems can
be handled sufficiently by data-centric publish/subscribe
(pub/sub) technologies [13], such as Object Management
Group (OMG)’s Data Distribution Service (DDS) [14]. DDS
is an event-driven publish-subscribe middleware that promotes
asynchrony and loose-coupling between data publishers and
subscribers which are decoupled with respect to (1) time (i.e.,
they need not be present at the same time), (2) space (i.e.,they
may be located anywhere), (3) flow (i.e., data publishers
must offer equivalent or better quality-of-service (QoS) than
required by data subscribers), (4) behavior (i.e., business logic
independent), (5) platforms, and (6) programming languages.
In fact, as specified by the Reactive Manifesto [15], event-
driven design is a pre-requisite for building systems that
are reactive,i.e. readily responsive to incoming data, user
interaction events, failures and load variations- traits which
are desirable of critical IIoT systems. Moreover, asynchronous
event-based architectures unify scaling up (e.g., via multiple
cores) and scaling out (e.g., via distributed compute nodes)
while deferring the choice of the scalability mechanism at
deployment-time without hiding the network from the pro-
gramming model. Hence, the asynchronous and event-driven
programming model offered by DDS makes it particularly
well-suited for demanding IIoT systems.

However, the data processing aspects, which are local to
the individual stages of a distributed dataflow, are often not
implemented as a dataflow due to lack of sufficient compos-
ability and generality in the application programming interface
(API) of the pub/sub middleware. DDS offers various ways
to receive data such as, listener callbacks for push-based
notification, read/take functions for polling, waitset and read-
condition to receive data from several entities at a time,
and query-conditions to enable application-specific filtering
and demultiplexing. These primitives, however, are designed
for data and meta-data delivery as opposed to processing.
Further, the lack of proper abstractions forces programmers to
develop event-driven applications using the observer pattern–
disadvantages of which are well documented [16].
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D. Challenge 4: Resource Management
A number of resource management challenges exist in

managing cloud data centers.
1) Challenge 4a: Autonomous and Dynamic Scheduler Re-

configuration: At the virtualization layer of a data center,
hypervisors have a scheduling mechanism to deal with shar-
ing CPU resources among the virtual machines (VMs) and
executing the workloads in the VMs. Borrowed Virtual Time
(BVT), Simple Earliest Deadline First (sEDF), Credit, and the
ESX / ESXi scheduler are a few examples of the schedulers
employed by virtual machine managers. Since these schedulers
are applicable to many environments and application needs,
they are designed to be highly configurable where the chosen
parameters for these configurations define how the VMs will
be handled and orchestrated, and ultimately the performance
delivered to applications hosted in the VMs.

Relying on default values, manually tuning the sched-
uler’s parameters by following known configuration patterns,
using generally accepted rules, and adopting trial-and-error
approach, are common practices among the system adminis-
trators of the cloud data center. However, these approaches
are not effective and efficient, particularly when dealing
with dynamically changing workloads on the host machines
and varied CPU resource utilizations. Moreover, these non-
scientific approaches do not consider the resource overbooking
ratios for resource management. Furthermore, often these
manual decisions are made offline, which invariably cannot
consider the overall system dynamics leading to poor system
performance. Therefore, an online, autonomous, and self-
tuning system for scheduler configuration is desired.

2) Challenge 4b: Resource-Overbooking to Support Soft
Real-time Applications: Under-utilization, wastage of re-
sources, and inefficient energy consumption are among the tra-
ditional issues of crucial importance to data centers. The tools
in the cloud management layer in a data center are required to
monitor, provision, optimize, and orchestrate the underlying
cloud infrastructure resources to remedy these issues. CSPs
often overbook their resources by utilizing the tools in the
cloud management layer. Overbooking is an attractive strategy
to CSPs because it helps to reduce energy consumption and
increase resource utilization in the data center by packing more
user jobs in a fewer number of resources while improving their
profits. Overbooking becomes feasible because cloud users
tend to overestimate their resource requirements, utilizing only
a fraction of the allocated resources. Without overbooking,
resources in a data center will otherwise remain under-utilized.

One common way for the data center vendors to over-
book resources is to have a pre-determined one-size-fits-all
overbooking ratio or a method that will determine the ratio
of resource overbooking. Resource overbooking ratios are
generally determined sporadically by analyzing the historic
resource usage of workloads or following the best practices.
Unfortunately, governing cloud resources in this manner may
be detrimental and catastrophic to soft real-time applications
running in the cloud. To make systematic and online de-
termination of overbooking ratios such that the quality of

service needs of soft real-time systems can be met while still
benefiting from overbooking, there is a need for more efficient,
effective, and intelligent approaches to overbooking that will
ensure good performance for soft real-time applications yet
prevent under utilization and also save energy costs.

3) Challenge 4c: Performance Interference Effects on Ap-
plication Performance: Recall that it is a standard practice
for CSPs to overbook physical system resources to maxi-
mize the resource utilization and make their business model
more profitable. Resource overbooking is usually achieved
through the tools in the cloud management layer. However,
resource overbooking can lead to performance interference and
anomalies among the VMs hosted on the physical resources,
causing performance unpredictability for soft real-time ap-
plications hosted in the VMs. Such unpredictability may be
detrimental to the performance of the DDDAS applications
that are controlled by the models executing in the cloud
infrastructure. Moreover, resource overbooking can propagate
and trigger faults in other VMs, which is also not acceptable to
DDDAS applications. To address these problems and because
workloads of the VMs may change at run time, virtual machine
migration between physical host machines and data centers is
the generally accepted mechanism.

Choosing the right set of target physical host machines for
VM migration decisions plays a critical role in determining the
performance and interference effects post migration. Analyz-
ing the performance anomalies that might occur and predicting
performance interference and fault before a VM is deployed
or migrated on the physical host machines is thus desired and
vital for soft-real time applications.

4) Challenge 4d: Power- and Performance-Aware Virtual
Machine Placement: As mentioned above, virtual machines
are migrated from one physical host machine to another one
in the same data center or across the data centers located in
different locations due to fault tolerance, balance workload,
application performance management concerns, and eliminate
hotspots. Deploying, handling, and migrating VMs in a data
center are managed by the tools in cloud management layer.

Apart from the performance interference aspects described
above, power and performance trade-offs are also critical
and challenging issues faced by CSPs while managing their
data centers. On the one hand, CSPs strive to reduce power
consumption of their data centers to not only decrease their
energy costs but also to reduce adverse impact on the envi-
ronment. On the other hand, CSPs must deliver performance
expected by the applications hosted in their cloud data centers
in accordance with predefined Service Level Objective (SLOs).
Not doing so will lead to loss of customers and thereby
major revenue losses for the CSPs. Power management and
performance assurance are conflicting objectives, particularly
in the context of multi-tenant cloud systems where multiple
VMs may be hosted on a single physical server. The problem
becomes even harder when soft real-time applications are
hosted in these VMs.

Solutions to address the virtual machine placement deci-
sions exist. Bin packing heuristics such as first-fit, best-fit,
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and next-fit are common practices used by cloud management
platforms (e.g., OpenNebula, OpenStack, etc.) to deploy VMs
in the cloud. However, these solutions do not consider ap-
plication performance and energy efficiency. To address the
aforementioned issues, a power and performance-aware virtual
machine placement algorithm is desired.

5) Challenge 4e: Supporting Stochastic Hybrid Models of
DDDAS Applications: With the advent of the Internet of
Things (IoT) paradigm [17], which involves the ubiquitous
presence of sensors, there is no dearth of collected data. When
coupled with technology advances in mobile computing and
edge devices, users are expecting newer and different kinds of
services that will help them in their daily lives. For example,
users may want to determine appropriate temperature settings
for their homes such that their energy consumption and energy
bills are kept low yet they have comfortable conditions in their
homes. Other examples include estimating traffic congestion
in a specific part of a city on a special events day. Any service
meant to find answers to these questions will very likely
require substantial number of computing resources. Moreover,
users will expect a sufficiently low response time from the
services.

Deploying these services in-house is unrealistic for the
users since the models of these systems are quite complex
to develop. Some models may be stochastic in nature, which
require a large number of compute-intensive executions of the
models to obtain outcomes that are within a desired statistical
confidence interval. Other kinds of simulation models require
running a large number of simulation instances with different
parameters. Irrespective of the simulation model, individual
users and even small businesses cannot be expected to acquire
the needed resources in-house. Cloud computing then becomes
an attractive option to host such services particularly because
hosting high performance and real-time applications in the
cloud is gaining traction [18], [19]. Examples include soft
real-time applications such as online video streaming (e.g.,
Netflix hosted in Amazon EC2), gaming (Microsoft’s Xbox
One and Sony’s Playstation Now) and telecommunication
management [20].

Given these trends, it is important to understand the chal-
lenges in hosting such simulations in the cloud. To that end
we surveyed prior efforts [21], [22], [23], [24] that focused on
deploying parallel discrete event simulations (PDES) [25] in
the cloud, which reveal that the performance of the simulation
deteriorates as the size of the cluster distributed across the
cloud increases. This occurs due primarily to the limited
bandwidth and overhead of the time synchronization protocols
needed in the cloud [26]. Thus, cloud deployment for this
category of simulations is still limited.

Despite these insights, we surmise that there is another
category of simulations that can still benefit from cloud
computing. For example, complex system simulations that
require statistical validation or those that compare simulation
results under different constraints and parameter values often
need to run repeatedly are suited to cloud hosting. Running
these simulations sequentially is not a viable option as user

expectations in terms of response times have to be met. Hence
there is a need for a simulation platform where a large number
of independent simulation instances can be executed in parallel
and the number of such simulations can vary elastically to
satisfy specified confidence intervals for the results. Cloud
computing becomes an attractive platform to host such ca-
pabilities [27]. To that end we have architected a cloud-
based solution comprising resource management algorithms
and middleware called Simulation-as-a-Service (SIMaaS).

III. MODEL LEARNING FOR PERFORMANCE
MANAGEMENT

This section illustrates our DDDAS approach we use to
overcome the Challenge 1 in order to support the system
execution and quality of service demands. Our DDDAS ar-
chitecture targets DDDAS systems whose dynamics depend
on uncontrolled input along with a controlled input as shown
in Figure 3. Details of our approach has been submitted to a
special issue of Springer Cluster Computing on DDDAS that
PI Gokhale is guest co-editing with other DDDAS PIs [28].

Fig. 3. DDDAS system

To model this system, we use stochastic hybrid sys-
tems (SHS) to abstract the system behavior. SHS modeling
paradigm allows us to model systems which incorporate
continuous nonlinear dynamics, multiple discrete modes of
operations, and uncertainty. Also, we utilize advanced machine
learning techniques to support our modeling paradigm with
online learning capability in order to autonomously adapt our
system model with the variability in the system behavior and to
elevate the decision intelligence of the system decision maker.
To do so, our DDDAS architecture performs three main tasks
iteratively: model learning, short-term prediction and control
as shown in Figure 4.

Fig. 4. DDDAS Architecture for Online learning

To formalize our system model, let us define Yk ∈ R as
the system performance (e.g. webserver Latency) at time k,
xk ∈ RD as the system state at time k (e.g. system’s resource
utilization), wk ∈ R as the uncontrolled input (e.g. workload
input) of our system, and mk ∈ [1 : M ] is the mode in which
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the system operate. Therefore,

Yk+1 =


f1(xk, wk), if mk = 1

...
fM (xk, wk), if mk = M

Also, let us define the collected data of size N as D =
{(xi, wi, yi)|i = 1, ..., N}. Our objective is to learn these
model f1, f2, ...fM from the available data D.

Model learning process consists of learning three type
of models: clustering model, continuous nonlinear models,
and time-series model. The clustering model and continuous
models is used to build a SHS for the performance model Yk.
The time-series model is used to model the uncontrolled input
signal (workload model) as a function of time wk ∼ fw(t)
which allows us to forecast the workload input. Therefore,
our model learning algorithm starts by clustering the collected
data D using a K-mean algorithm in order to identify the
system’s modes of operation and to segment the data based
on its corresponding mode of operation Di, i = 1, · · · ,M .
Also, we uses Silhouette scoring to identify the number of
system’s modes M which best fit the data. After clustering
the data, each segment of the data Di is used to learn a
stochastic nonlinear model which abstract the performance
behavior of the system in this mode. We uses an independent
Gaussian Process to learn the system performance model for
each mode such that fi(xk, wk) ∼ GPi(mi(x̂), ki(x̂, x̂)) where
x̂ is defined as the tuples (xk, wk) . Lastly, we build a time-
series model using an additional Gaussian Process to model
the workload input fw(t) ∼ GP(m(t), k(t, t)). We repeat this
learning process each time we receive a new data.

After learning the performance models, we perform a short-
term prediction in order to estimate the system performance
(i.e. p(Yk+1)) and generate the control signal accordingly.
First, we identify the current system mode by classifying the
current state of the system. This classification allow us to
determines which performance model to use for prediction.
Also, we forecast the uncontrolled input where we use the
predicted mean w̄k to predict the system performance.

Based on the predicted distribution of the system perfor-
mance (i.e. p(Yk+1)), we generate the control signal whether
to scale the VM resources up or down as shown in Figure 5.

Fig. 5. System model with control

Algorithm 1: Online Learning of Performance Models
initilization:
while TRUE do

Update the system Model:
Update the forecast Model:
Forecast the workload:
Predict the system performance (latency):
Scale the VM recurses:

Gaussian Process (GP) is a non-parametric model which
uses the observed data to model the system behavior [29]. A
GP is identified by its mean and covariance functions. The
mean function represents the expected value before observing
any data and the covariance function (also called kernel)
identifies the expected correlation between the observed data.

IV. SIMULATION-BASED OPTIMIZATION-AS-A-SERVICE

In this section we use a motivational case study to develop
the problem statement we have formulated and solved as our
approach to address Challenge 2. Our aim in this report is
to provide the high level idea. The details of the approach
are currently in submission to the First Annual Conference on
Dynamic Data Driven Applications Systems [30].

To concretely present our idea, we first present a traffic
light control system as an example of a real-world system
where high-quality configuration of the traffic light controller
requires an iterative black-box optimization process based on
data-driven model simulations. Owing to the high demand
for resources and real time performance constraints, such a
capability requires cloud computing resources. We designed
and implemented SBOaaS, a framework for simulation-based
optimization as a service. This section presents key features
and a case study illustrating those challenges that SBOaaS
should address.

A. Motivating Case Study: Dynamic Traffic Light Control
System

To formulate the problem statement, we use a dynamic
traffic light control scenario as our motivating example. In
this scenario, each intersection traffic light controller switches
its traffic light phases according to the observed vehicle flow.
In general, a traffic light phase is related to a collection of
lanes dominated by such a phase; if the number of waiting
vehicles in the lanes related to the current phase is small
and the number of waiting vehicles in the lanes related to
the next phase is large, the controller will switch the traffic
light phase. Figure 6 provides a visual demonstration of the
controller logic.

Formally, a feedback controller has a predefined phase
sequence (p0, ..., pn). For each phase pi, mi is the minimum
interval, Mi is the maximal interval, qi is the average queue
length of the lanes related to the ith phase, and θi is the
threshold on the queue length of lanes blocked in the ith phase.

The controller must solve an optimization problem as fol-
lows: for a given vehicle flow of an area in a certain time
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(a)

(b)

(c)

Fig. 6. The control logic for feedback controllers. (a) Non-feedback controllers have a fixed interval between two phases. (b,c) Feedback controllers
dynamically change the interval according to the length of their vehicle queues.

period and a set of controlled intersections I{I0, ..., Im}, find
the optimal thresholds (Θ0, ...,Θm), where Θi = (θ0, ...θni)

are the thresholds of the ith intersection.

The scenario with a single intersection with similar con-
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trol logic has been discussed in many prior research ef-
forts, e.g., [31]. However, the situation becomes much more
complicated when generalizing the controller model to cases
with multiple intersections and correspondingly multiple traf-
fic lights. Many factors, such as densities of vehicle flows
and topological structures of road networks, may affect the
outcomes of such road systems, which leads to the issue
of defining the model describing the interactions among the
intersections.

B. DDDAS-specific Problem Statement and the SBOaaS Ap-
proach

Examples, such as the traffic light for multiple intersections,
say, in a city downtown, pose significant challenges due
to the compute-intensive nature of the solution approach.
Moreover, the dynamic nature of traffic patterns (e.g., morning
and evening rush hour versus afternoon and night hours)
will require periodically recomputing the optimal parameters,
which further complicates the problem and its demands on
resources.

Two fundamental problems exist in this realm. First, it is
likely that the DDDAS feedback loop may have access to only
black box models of the dynamic systems, yet will require
that the DDDAS infrastructure obtain optimal parameters to be
used in the DDDAS feedback loop. Second, the significantly
compute intensive nature of the solution approaches makes it
infeasible to deploy such model simulations in-house. Rather,
there is a need for elastic computing capabilities. Thus, the
DDDAS problem we solve in this paper can be posed as:
(a) How to obtain the optimal parameters, and (b) How to
elastically scale the compute resources as the computational
needs of the solution approach dynamically changes?

This paper solves this fundamental problem using the fol-
lowing duo of synergistic approaches: First, we use simu-
lations in an optimization loop to derive the best values of
system parameters for a given system state particularly when
the system has too many parameters and traditional means to
optimize the outcomes are intractable. The approach is called
simulation-based optimization. To address the need for elastic
resources, we exploit Cloud computing as the means to address
these needs and provide a framework to realize what we call
Simulation-based Optimization-as-a-Service (SBOaaS).

Figure 7 visually represents how SBOaaS can be used to
deploy the dynamic traffic light control system with online
simulation-based optimization. The control system is a closed
loop, periodically receiving the real time distribution of vehicle
flows – which represents the dynamic and data-driven traits
of DDDAS – running multiple simulations in parallel to find
the optimal thresholds, and sending the feedback to the traffic
light controllers – which represents the closing of the loop in
DDDAS.

C. Key Features of SBOaaS

The following represent the key features of SBOaaS.
• A cloud based solution for parallel execution of

multiple simulations. Applying computationally expen-

Fig. 7. SBOaaS for dynamic traffic light control system

sive online simulation-based optimization is usually time
consuming and often fails to address the real-time con-
straints of applications. Moreover, for stochastic simula-
tion models, every simulation process can vary and yield
different results. To analyze the temporal properties of
a stochastic system, a large number of simulation tasks
needs be executed to obtain the probability distribution
of simulation results. Thus, the simulation service needs
to have the ability to execute multiple simulations in
parallel. In our solution, to overcome this problem, we
present a cloud-based approach, which is an orchestration
middleware helping people to deploy DDDAS applica-
tions to the platforms of various cloud service providers
without considering platform differences. It integrates the
simulation manager having the capability to spawn and
execute simulations in parallel and the result aggrega-
tion component using several aggregation strategies to
recycle the results from the terminated simulations. A
web-based interface is also implemented, which allows
a user to customize both the simulation model and the
input parameters, as well as to monitor the optimization
process.

• Generic problem decomposition schemes for
large scale discrete variable decision problems. In
simulation-based optimization, the results of simulations
are often quite different depending on the input
parameters supplied to the model. To find the optimal
solution, the search space sometimes can be extremely
large so that such large-scale problems are intractable to
naı̈ve brute force search. In this situation, even parallel
computations do not help. In our framework, a collection
of generic problem decomposition schemes based on
coordinate decent methods is demonstrated, which not
only provides an efficient way to parallelize the optimal
decision problems with discrete variable domains, but
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also has the ability to execute anytime optimizations
providing a flexible balance between fast response and
solution quality.

• The ability to decouple simulation based problem
designs from the problem decomposition schemes. For
traditional model-based online learning and simulation
approaches in DDDAS, developers usually need to face
and maintain several parts of the system at different
levels simultaneously. For example, there is domain-
specific knowledge to setup and deploy the simulation en-
vironments, different parallelism approaches for various
optimization tasks, and system management for regular
maintainance. Such a method is not a good practice for
a developer team that expects rapid deployment on avail-
able resources. SBOaaS leverages Linux container-based
infrastructure which aims to create an abstraction layer
that helps decouple simulation-based problem designs
from the problem decomposition schemes. This approach
allows domain experts to encapsulate the simulation
environment in a container, while developers design the
parallelism process according to the pre-defined interface
and system administrators can simply combine both parts
to run an optimization without knowing the implemen-
tation detail. Moreover, such an approach provides low
runtime overhead, negligible setup and tear down costs
when deploying the simulations on computing nodes, and
fast data exchange among cluster hosts with incremental
updates.

V. DATAFLOW PROGRAMMING MODEL USING REACTIVE
EXTENSIONS

Addressing Challenge 3 requires a programming model
that provides a first-class abstraction for streams; and one
that is composable. Additionally, it should provide an ex-
haustive set of reusable coordination primitives for reception,
demultiplexing, multiplexing, merging, splitting, joining two
or more data streams. We argue that a dataflow programming
model that provides the coordination primitives (combinators)
implemented in functional programming style as opposed to
an imperative programming style yields significantly improved
expressiveness, composability, reusability, and scalability. A
desirable solution should enable an end-to-end dataflow model
that unifies the local as well as the distribution aspects.

To that end we have focused on composable event process-
ing inspired by Reactive Programming [32] and blended it
with data-centric pub/sub. Reactive programming languages
provide a dedicated abstraction for time-changing values called
signals or behaviors. The language runtime tracks changes
to the values of signals/behaviors and propagates the change
through the application by re-evaluating dependent variables
automatically. Hence, the application can be visualized as
a data-flow, wherein data and respectively changes thereof
implicitly flow through the application [33], [34]. Functional
Reactive Programming (FRP) [35] was originally developed
in the context of pure functional language, Haskell and has
since been implemented in other languages, for example,

Scala.React (Scala) [16], FlapJax (Javascript) [36], Frappe
(Java) [37].

Composable event processing–a modern variant (without
continuous time abstraction and denotation semantics) of
FRP–is an emerging new way to create scalable reactive
applications [38], which are applicable in a number of domains
including HD video streaming [39] and UIs. It offers a
declarative approach to event processing wherein program
specification amounts to “what” (i.e., declaration of intent)
as opposed to “how” (looping, explicit state management,
etc.). State and control flow are hidden from the program-
mers, which enables programs to be visualized as a data-
flow. Furthermore, functional style of programming elegantly
supports composability of asynchronous event streams. It tends
to avoid shared mutable state at the application-level, which
is instrumental for multicore scalability. Therefore, there is a
compelling case to systematically blend reactive programming
paradigm with data-centric pub/sub mechanisms for realizing
emerging IIoT applications.

We have combined concrete instances of a publish/subscribe
technology and reactive programming, to evaluate and de-
mostrate our research ideas. The data-centric pub/sub instance
we have used is OMG’s DDS, more specifically the DDS
implementation provided by Real Time Innovations Inc; while
the reactive programming instance we have used is Microsoft’s
.NET Reactive Extensions (Rx.NET) [40]. Details of our
approach appear in [41].

VI. DYNAMIC RESOURCE MANAGEMENT AND DATAFLOW
PROGRAMMING MODELS FOR CLOUD DATA CENTER

Addressing the challenges outlined in Section II requires a
systematic and scientific approach that is reusable and easily
adopted across different cloud computing platforms. To that
end, this research has designed and validated a holistic set
of solutions that can easily be integrated into the existing
cloud computing infrastructure fabric. The key distinguishing
feature of this research is that each of these solutions defines a
concrete and systematic process that cloud service providers,
including DoD cloud platforms, can employ for their cloud
platforms. Although our solutions were designed and validated
in a private data center virtualized by the Xen hypervisor
and managed by OpenNebula cloud management tool, the
principles behind the solutions are broadly applicable.

Many of our techniques are based on learning the model
of the cloud. To that end, we have used different machine
learning techniques for learning and implemented the control
algorithms for managing the resources in the cloud data center.

A. Addressing Challenge 1 → iTune: Engineering the Per-
formance of Xen Hypervisor via Autonomous and Dynamic
Scheduler Reconfiguration

To address challenge 1, we have developed iTune, which is
a middleware that optimizes the Xen hypervisor’s scheduler
configuration parameters autonomously through a three phase
design workflow comprising: (1) Discoverer, which monitors
and saves the resource usage history of the host machines and
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groups set of related host machine workload, (2) Optimizer,
where optimum Xen scheduler configuration parameters for
each workload cluster is explored by employing a simu-
lated annealing machine learning algorithm, and (3) Observer,
where iTune monitors the resource usage of host machines
online, classifies them into one of thecategories found in the
Discoverer phase, and loads the optimum scheduler parameters
determined in the Optimizer phase.

A resource scheduler, such as the Xen credit scheduler,
is a critical component of systems software that manages
the resources on cloud platforms. Its design and how it
manages the resources dictate the performance delivered to
applications hosted in the VMs in individual Xen domains.
The scheduler’s resource management behavior depends on
how it is configured in terms of its parameters, which is the
responsibility of the cloud operator managing the platform.
The operator is responsible for selecting the right values for
the parameters to suit the expected loads on the cloud platform.

This is a hard problem to address because the number of
configuration parameters and their available ranges give rise to
a total of roughly 65535×1200×499900×1000 = 3.9×1016

different configuration settings for a 12 CPU host machine.
Relying on the default values of each parameter may not
always work well for every application type and workload
on a host machine. While a rate limit value less than 1,000
microseconds could work well for latency-sensitive applica-
tions, it might not work well for CPU-intensive applications.
Thus, application developers interested in deploying their
applications in the virtualized cloud platforms must determine
the best configuration settings for their applications. Moreover,
they need to determine how these parameters must be changed
at runtime as the system dynamics change due to workload and
resource availability changes. Addressing these challenges in
an automated way so that the system administrator is relieved
of these responsibilities is the focus of our research.

Figure 8 depicts the three distinct phases of iTune which
are encoded in the following components: (1) Discoverer,
(2) Optimizer, and (3) Observer. Figure 9 depicts the system
architecture. The work is described in more details in [42].

B. Addressing Challenge 2 → iOverbook: Intelligent
Resource-Overbooking to Support Soft Real-time Applications
in the Cloud

To address Challenge 2, we have developed iOverbook,
which is an overbooking strategy that uses a machine learning
approach to make systematic and online determination of
overbooking ratios such that the quality of service needs of
soft real-time systems can be met while still benefiting from
overbooking. Specifically, iOverbook utilizes historic data of
tasks and host machines in the cloud to extract their resource
usage patterns and predict future resource usage along with
the expected mean performance of host machines. To evaluate
our approach, we have used a large usage trace made available
by Google of one of its production data centers.

Figure 10 depicts the architecture of iOverbook, which is
our intelligent, machine learning-based approach for online de-
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Fig. 8. Three distinct phases of iTune

Fig. 9. iTune Architecture

termination of effective overbooking ratios for the machines of
a data center. Specifically, we focus on the CPU and memory
overbooking ratios for each individual host machine within a
specified future time interval. Since the online computation
of effective overbooking ratios must assure the performance
of soft real-time applications, we require an understanding of
how the resources are currently utilized and the properties
of existing applications so that we can predict the resource
usage for a future specified time interval. Once we know
this information, we can determine how much overbooking
is feasible and whether it is acceptable for soft real-time
applications or not.

These responsibilities motivated a three stage design for
iOverbook, which comprises: (1) a resource usage predictor,
(2) an overbooking ratio prediction engine, and (3) a perfor-
mance assessor. The resource usage predictor and performance
assessor components retrieve historic data from a training set
repository to train their internal neural networks. iOverbook
utilizes mean CPU and memory request, mean CPU and mem-
ory usage, mean performance, mean VM count, mean CPU
and memory capacity, and CPU and memory overbooking
ratios as input parameters. iOverbook is described in more
details in [43].
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Fig. 10. iOverbook System Architecture

C. Addressing Challenge 3 → iSensitive: An Intelligent Per-
formance Interference-aware Virtual Machine Migration Ap-
proach

Resource contention and hence performance interference
is unavoidable in virtualized environments due to the nature
of resource sharing. We have validated this assumption em-
pirically where we analyzed how performance interference
stems from resource overbooking and how contention impacts
the application performance running in the VMs managed by
KVM hypervisor.

To address these issues described in Challenge 3, we have
developed iSensitive, which is a machine learning-based mid-
dleware providing an online placement solution where the sys-
tem is trained using events and lifecycle of a publicly available
trace of a large data center owned by Google. Our approach
first classifies the VMs based on their historic mean CPU,
memory usage, and network usage features. Subsequently,
it learns the best patterns of collocating the classified VMs
by employing machine learning techniques. These extracted
patterns document the lowest performance interference level
on the specified host machines making them amenable to
hosting applications while still allowing resource overbooking.

Figure 11 shows the algorithmic design and building blocks
of our framework called iSensitive that adopts the solution
approach described above. As shown, iSensitive comprises
two distinct modules: (1) Interference Model Learning Module
(offline), and (2) Interference Model Execution and Monitoring
Module (online). The Interference Model Learning Module in
turn comprises three main components: (1) Virtual Machine
Classifier, (2) Model Learning via Artificial Neural Network,
and (3) Synthetic Workload Generator. The Interference Model
Execution and Monitoring Module consists of two primary
components: (1) Decision Maker, and (2) Interference Moni-
toring.

Since resource utilization is a key indicator of perfor-
mance interference, iSensitive utilizes different resource usage
metrics, such as CPU usage, memory usage, network I/O
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Fig. 11. Conceptual Design of iSensitive Illustrating Input, Output, and
System of Interest

usage, internal scheduler metrics, hardware and kernel-level
performance counters for VMs and physical host as input
to the system. These metrics are retrieved with the help of
(1) perf, performance analyzing tool in Linux, (2) mpstat,
Linux command for processor related statistics, and (3) libvirt,
toolkit to interact with the underlying virtualization system.
The virtual machine classifier clusters VMs into similar sets of
objects by employing the k-means algorithm and the silhouette
method. These classes of VMs are then used by the artificial
neural network to extract the “best collocated VM patterns”,
which are those that lead to minimal performance interference
on the host machines. In other words, a performance interfer-
ence model of a host machine is generated.

After the neural network is trained, the decision maker
is employed to find the aptly suited host machine having
the minimal performance interference by utilizing the trained
model. Interference monitoring is responsible to compare the
actual performance interference value and its predicted value.
If the difference is greater than a threshold value, then that
collocation pattern is saved for future model refinements.

Note that for our work, we have assumed that the physical
host machines in the cloud data center are homogeneous
and therefore a model generated for one host machine is
applicable to all other physical hosts. If a data center comprises
heterogeneous machine types, then performance interference
models for each different host machine type must be created.

D. Addressing Challenge 4→ iPlace: An Intelligent and Tun-
able Power- and Performance-Aware Virtual Machine Place-
ment Technique for Cloud-based Real-time Applications

To address Challenge 4, we have developed iPlace, which is
a middleware providing an intelligent and tunable power- and
performance-aware VM placement capability. The placement
strategy is based on a two-level artificial neural network,
which predicts (1) CPU usage at the first level, and (2)
power consumption and performance of a host machine at the
second level that uses the predicted CPU usage. The placement
decision (i.e., aptly suited host machine for the VM being
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deployed) is determined by making the appropriate trade-offs
between predicted power and performance values of a host
machine.

Figure 12 depicts the strategy of iPlace, which is our intelli-
gent power- and performance-aware virtual machine placement
algorithm. The goal of iPlace is to find an aptly suited host
machine by carefully considering the energy efficiency of the
data center and performance requirements of soft-real time
applications running on host machines. iPlace takes power
changes and performance effects to the applications running on
VMs for its placement decision. A tunable parameter named
performance preference level is provided to iPlace in advance
to set the performance requirement.

Fig. 12. Illustration of iPlace’s Virtual Machine Placement Strategy

To find the aptly suited host machine, a two-level artificial
neural network (ANN) is employed by our VM placement
middleware, which are at the core of our system design
and serve as the predictor mechanism. To train the ANNs,
iPlace employs the Levenberg-Marquardt back-propagation
algorithm [44]. At the first level, the mean CPU usage of a
host machine after a VM were to be migrated to it is predicted
by running the CPU usage predictor ANN. Subsequently, this
predicted CPU usage value is utilized by the second level
ANN. At the second level, power consumption and mean
performance of the host machine is predicted by the power and
performance predictor ANN. At runtime, the middleware will
consult the prediction engine and if the predicted values are
acceptable, the middleware will take the decision of placing
the VM on a given host.

To understand how these ANNs are used to make runtime
decisions, consider the case when one of the consolidation
algorithms, high availability solutions, or scheduling mecha-
nisms would like to migrate a VM from one host machine
to another one. iPlace finds the aptly suited host machine by
predicting the power consumption and performance values for
each host machines in the cluster as though the VM was mi-
grated on to it. As illustrated in Figure 12, iPlace employs both
CPU usage predictor and power and performance predictor

sequentially by feeding their required input values.
In our current design, iPlace targets only compute-intensive

applications, therefore 1/(CPUtime) metric was utilized in
this work as the performance indicator of an application. The
higher the performance value, the better the performance.
Additionally, we assume that CSPs overbook their underlying
cloud infrastructure to save energy costs. Details of the ANNs
are described below.

E. Addressing Challenge 5 → Stochastic Model Checking
using Lightweight Virtualization

A cloud platform is an attractive choice to address Chal-
lenge 5 because it can elastically and on-demand execute
the multiple different simulation trajectories of the simulation
models in parallel, and perform aggregation such as stochastic
model checking (SMC) to obtain results within a desired
confidence interval. The challenge stems from provisioning
these simulation trajectories in the cloud in real-time so that
the response times perceived by the user are acceptable. To that
end we have architected the SIMaaS cloud-based simulation-
as-a-service (SIMaaS) and its associated middleware as shown
in Figure 13.
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Fig. 13. System Architecture

The SIMaaS cloud middleware leverages Linux con-
tainer [45]-based infrastructure, which has low runtime over-
head, higher level of resource sharing, and very low setup and
tear down costs. It provides a resource management algorithm,
that reduces the cost to the service provider and enhances
the parallelization of the simulation jobs by fanning out more
instances until the deadline is met while simultaneously auto-
tuning itself based on the feedback. The SIMaaS middleware
intelligently generates different configurations for experimen-
tation, and intelligently schedules the simulations on the Linux
container-based cloud to minimize cost while enforcing the
deadlines.

Using two case studies, we show the viability of a
Linux container-based SIMaaS solution, and illustrate the
performance gains of a Linux container-based approach over
hypervisor-based traditional virtualization techniques used in
the cloud. Details on the SIMaaS approach appears in [46].
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VII. NEW RESEARCH DIRECTIONS: DDDAS FOR
CLOUD/FOG/EDGE COMPUTING

A. Emerging Trends

The elastic properties and cost benefits of the cloud has
made it an attractive hosting platform for a variety of soft
real-time cyber physical systems (CPS)/Internet of Things
(IoT) applications, such as cognitive assistance, patient health
monitoring and industrial automation. The stringent quality
of service (QoS) considerations of these applications mandate
both predictable performance from the cloud and lower end-
to-end network latencies between the end user and the cloud.
To date, security and performance assurance continues to
be a hard problem to resolve in cloud platforms due to
their virtualized and multi-tenant nature [47]. Although recent
advances in fog and edge computing have enabled cloud
resources to move closer to the CPS/IoT devices thereby
mitigating the network latency concerns to some extent [48],
there is still a general lack of mechanisms that can dynamically
manage resources across the cloud-edge spectrum. This is a
hard problem to resolve due to the highly dynamic behaviors
of the edge and cloud. Consequently, any pre-defined and fixed
set resource management policies will be rendered useless for
hosting CPS/IoT applications in the cloud.

The dynamic data driven application systems (DDDAS)
paradigm [8] addresses precisely these challenges. DDDAS
prescribes an approach where applications are instrumented
adaptively so that their models can be learned and enhanced
continuously, and in turn these models can be analyzed and
used in a feedback loop to steer the applications along their
intended trajectories. Previous work have focused on a specific
application or applied DDDAS for resilience and security [49].
We propose to apply the DDDAS principle to the pool of
resources spanning the cloud-edge spectrum to enable and
enforce dynamic resource management decisions that deliver
the required QoS properties of cloud-hosted applications. To
that end we propose Dynamic Data Driven Cloud and Edge
Systems (D3CES), which uses performance data collected
from adaptively instrumenting the cloud and edge resources to
learn and enhance models of the distributed resource pool, and
in turn using these models in a feedback loop to make effective
resource management decisions to host CPS applications and
deliver their QoS properties.

B. Key Research Challenges and Solution Needs

Our research calls for an effective use of resources across
the cloud data centers (CDCs) and the micro data centers
(MDCs) that reside at the edge. The following lists a non-
exhaustive set of challenges along three dimensions that we
are addressing in this proposed research.

1) Application-imposed Challenges:

1) Workload variations: The workload generated by
CPS/IoT applications may illustrate both transient and
sustained variability which needs to be predicted and
addressed.

2) Stochastic execution semantics: For some CPS/IoT
applications, their uncertain and dynamic nature may
require several instances of the same tasks to be executed
to reach specified confidence levels. Each execution may
take different execution times but impose certain QoS
needs.

3) Application structure: Increasingly, cloud-based appli-
cations are realized as a collection of communicating
microservices, which can be deployed independently
across the spectrum of resources. This gives rise to
interesting challenges in whether part or entire service
must be migrated closer to the edge.

4) Reconciling application state: When a cloud-hosted
application is migrated to a MDC, often not all of its
state may be transferred to the MDC and hence may have
to be reconciled periodically with the state maintained
at the CDC, which gives rise to interesting consistency
versus availability tradeoffs.

5) High degree of user mobility: CPS/IoT systems, such
as autonomous transport vehicles, unmanned aerial ve-
hicles, and mobile devices, operate in a highly uncertain
environments with dynamic movement profiles. Thus, a
designated edge resource cannot serve such users for
long durations of times.

2) Cloud Provider-related Challenges:

1) Effective utilization of edge resources: Although ex-
ploiting edge resources is an intuitive solution to ad-
dressing the network latency issues, the MDCs will also
face the same challenges as a CDC, which stem from
virtualization and multi-tenancy resulting in application
performance interference [50].

2) Workload consolidation and migration across MDCs:
Since the edge may comprise multiple MDCs, there
is a need for effective and dynamic server workload
consolidation across MDCs and CDCs.

3) Distributed user base: Collaborative applications such
as online games may often involve a distributed set of
users. Consequently, determining the MDC to migrate
the application to and whether to migrate it to multiple
MDCs remains an open question.

4) Shared micro data centers: In the simplest case,
an edge-based MDC may be considered to be owned
by the same provider that owns a CDC. In general,
however, a MDC could be shared across different CDC
providers. Assuring security and isolation guarantees in
these scenarios is an open question.

5) Energy savings and revenue generation: In making
use of the spectrum of resources across the cloud and
the edge, a cloud provider will be concerned about max-
imizing revenues and conserving energy while ensuring
that application SLOs are met.

3) Measurement-related Challenge:

1) Collecting metrics under hardware heterogeneity:
The plethora of deployed hardware configurations with
different architectures and versions makes it hard to
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collect various performance metrics. Modern architec-
tures are making it easier to collect more finer grained
performance metrics, however, much more research is
needed in identifying effective approaches to control the
hardware and derive the best performance out of them.

2) Lack of benchmarks: There is a general lack of
open source and effective benchmarking suites that
researchers can use to conduct studies and build models
of the cloud-edge spectrum of resources that then can
be used in resource management.

C. Ongoing Work

In ongoing work [51] we are focusing on addressing the
key factors that affect the round trip latencies, specifically the
roundtrip delay between the nearest access point of the IoT end
user and the cloud, and the time it takes to serve the client
request in the cloud. Thus, any improvement in round trip
latencies revolves around reducing the network delays and the
server processing time. To that end we are exploiting advances
in fog/edge computing, such as cloudlets or micro data centers
(MDCs) [52].

A fundamental system property that is often overlooked in
related research that use fog resources is performance interfer-
ence, which is caused by co-located applications in virtualized
data centers [53], [54]. Performance interference being an
inherent property of any virtualized system, it manifests itself
in MDCs also and therefore must be factored in any approach
that is performance-aware. Thus, our ongoing work is focusing
on a “just-in-time and performance-aware” service migration
approach for moving cloud-based services for the assistive
applications to a MDC. A number of challenges including
the heterogeneity in the hardware, and difficulty in measuring
performance interferences and other system and network per-
formance metrics must be overcome. We are addressing these
challenges in the context of providing a ubiquitous deployment
approach that spans the cloud-edge spectrum to support the
safety critical IoT applications.

Our future directions in this space include considering
variable workloads and user mobility, which will manifest
when multiple different assistive applications co-exist and
where the end users are mobile. This requires building a
profile of users and IoT applications to forecast the load and
expected network latency and bandwidth, and employ efficient
resource management algorithms. It will also require on-
demand workload consolidation and service migration which
builds on our existing work that moves the service from the
cloud to the fog without any reconfiguration thereafter.

We are incorporating serverless computing and micro-
services as part of our research because we believe that IoT-
based applications are likely to be developed as a composition
of microservices that execute on the heterogeneous IoT re-
sources. These micro services may have dependencies on each
other and their states have to be managed while distributing
and migrating them across the central cloud and edge resources
for optimal performance. The micro services can be packaged
as self-contained deployable units using Linux containers such

as Docker or Unikernels to address the heterogeneity and
orchestration issues. As part of the research, we are developing
algorithms to perform global optimization to answer if and
when should we migrate the services, identify the nearest edge
cloud and how to do this efficiently.

To validate our claims, we are setting up a large IoT
testbed with a variety of edge resources (e.g., Raspberry PI-
3, BeagleBone Black, Intel Edisons, DecaWave sensors, Min-
nowboards that can run Docker containers, specialized devices
such as SmartEyeGlasses) and cloud resources involving latest
hardware advances, such as cache allocation technologies.

VIII. CONCLUDING REMARKS

This report presented progress made by the Vanderbilt
University’s DDDAS project called AMASS during the three
years of the project.

A. Summary of Research Contributions

Our research contributions can be summarized as follows:
Contribution 1: Gaussian Process Modeling for Work-

load Characterization: To address the Challenge 1 listed
in Section II-A requires a runtime performance model of
the system so that runtime decisions on VM placement and
migration can be made by a controller that incorporates the
model. In this work, we propose a model-based data-driven ap-
proach that abstracts the runtime behavior and characteristics
of different collocated workloads, which is known to impact
the performance interference level. Recent research efforts
have applied Big Data analytics methodologies to analyze and
model the cloud infrastructure so that businesses can utilize
autonomous machine-based decision making solutions. To that
end, our approach uses a machine learning algorithm to learn
the online performance model of the collocated workloads
based on measured data to provide real time predictive analysis
of performance interference. Moreover, our approach relearns
or updates the predictive model online in order to overcome
run-time VM workload changes.

Our approach consists of twofold. First, we select data
features and build the model. To do so, we need to analyze
the data and the correlation between them, then select the
correlated data features to construct the model with. Lastly,
we use a Gaussian Process (GP) model as a data-driven
machine-learning approach to learn and train the model from
the data. Second, we use the GP to construct the predictive
distribution of the system performance metrics where we use
this distribution for developing an autonomous machine-based
VM placement/migration decision to minimize the system cost
represented in the interference level.

Contribution 2: Simulation-based Optimization-as-a-
Service: In addressing the Challenge 2 listed in Section II-B,
we exploit cloud computing, which provides an economical
solution for individuals and organizations with limited re-
sources to execute compute-intensive tasks, which has become
a highly demanded utility due to the advantages of potentially
unlimited computing power available on-demand, affordable
cost of services without incurring any capital and operation
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expenditures, elasticity of resources, and its ability to au-
toscale on demand. Thus, cloud-based simulation services have
opened up new avenues to address the challenges stemming
from the simulation based optimizations noted above.

To address the known challenges with simulation-based op-
timizations while exploiting emerging computing paradigms,
we have developed a cloud-based framework that provides
a “simulation-based optimization as a service (SBOaaS),” in
which real-time considerations are explicitly accounted for
making optimal use of limited but parallel computational
resources in order to obtain the best answer in the given
time constraints. Specifically, in this paper we present a
generic optimization process for deploying simulation-based
optimization on a cloud architecture. Our framework consists
of (a) the implementation of SBOaaS, which describes for
a given optimization problem, how to decompose the input
problem into a group of parallel simulations and efficiently
use the existing computing power; and (b) an anytime parallel
simulation-based optimization approach, which admits signif-
icant flexibility in both time and computational resource con-
straints to obtain the best (but possibly suboptimal) solutions
given the available resources and time constraints on decisions.

Contribution 3: Scaling Dataflow Programming Models:
Reactive programming is increasingly becoming important
in the context of real-time stream processing for big data
analytics that employ dataflow parallel programming models.
Reactive programming supports four key traits: event-driven,
scalable, resilient and responsive. While reactive programming
is able to support these properties, most of the generated data
must be disseminated from a large variety of sources (i.e.,
publishers) to numerous interested entities, called subscribers
while maintaining anonymity between them. These properties
are provided by pub/sub solutions, such as the OMG DDS,
which is particularly suited towards real-time applications.
Bringing these two technologies together helps solve both
the scale-out problem (i.e., by using DDS) and scale-up
using available multiple cores on a single machine (i.e., using
reactive programming).

To that end and address Challenge 3 from Section II-C, our
work integrated the Rx .NET reactive programming framework
with OMG DDS, which resulted in the RxDDS.NET library.
To understand the advantages gained by this effort, we have
used the DEBS 2013 grand challenge problem to compare a
solution that uses RxDDS with a plain, imperative solution
we developed using DDS and C++11, and made qualitative
comparisons between these two efforts.

Contribution 4: Dynamic Resource Management: We
have addressed a range of dynamic resource management
problems collected under Challenge 4 in Section II-D as
part of our research. This research was motivated by the
need for innovative solutions to address dynamic resource
management and energy conservation challenges in cloud
data centers, specifically focusing on the virtualization, cloud
management, application and service delivery layers. To that
end we developed a set of novel solutions each of which
addresses a specific set of challenges. Each of these solutions

provides a systematic and scientific approach that a cloud
service provider can implement in their data centers to address
energy consumption and resource utilization challenges. The
individual solutions comprised:

1) Autonomous and Dynamic Reconfiguration of Hy-
pervisor Scheduler. The challenges in the area of au-
tonomous and dynamic scheduler reconfiguration are ad-
dressed by Engineering the Performance of Xen Hyper-
visor via Autonomous and Dynamic Scheduler Reconfig-
uration middleware, called iTune. iTune automatically
reloads the optimum configuration based on the chang-
ing workload on the host machine. iTune comprises three
phases named Discoverer, Optimizer, and Observer and
employs machine learning algorithms. iTune provides
options to mark the VMs into one of the four latency
sensitivity categories (i.e. LS-1, LS-2, LS-3, and NLS).
This allows iTune to assure performance requirements
associated with these latency sensitivity levels.
Although iTune has currently been demonstrated in the
context of the Xen credit scheduler, testing the approach
and comparing the results for other systems software are
left as a future work. Additionally, the number of regions
of operation (i.e., clusters) for training set is based on a
specific workload we generated. Hence, we suggest that
CSPs first apply iTune to their historic workloads.

2) Resource-Overbooking to Support Soft Real-time
Applications. The challenges in the area of dy-
namic resource-overbooking are addressed by Intelli-
gent Resource-Overbooking to Support Soft Real-time
Applications in the Cloud, called iOverbook. iOverbook
determines the CPU and memory overbooking ratios
for each host machine in the cloud by predicting their
future resource usage demands, and considering the QoS
requirements of soft real-time applications. The benefits
and efficacy of iOverbook were evaluated in the context
of resource utilization and energy efficiency in the data
centers by utilizing Google’s cluster trace log data.
Our future work for iOverbook will investigate effective
filtering of outliers and using confidence intervals.

3) Performance Interference Effects on Application Per-
formance. The challenges in the area of performance
interference effects on application performance are ad-
dressed by An Intelligent Performance Interference-
aware Virtual Machine Migration Approach, called iSen-
sitive. The proposed research investigated the perfor-
mance interference effects on application performance
and creating a model to make intelligent virtual machine
placement.
Presently, iSensitive does not consider disk-intensive
applications. Disk-intensive applications need to be con-
sidered for the systems utilizing local disk. Additionally,
analyzing energy efficiency and performance interfer-
ence properties should also be considered.

4) Power- and Performance-Aware Virtual Machine
Placement. The challenges in the area of power- and
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performance-aware virtual machine placement are ad-
dressed by An Intelligent and Tunable Power- and
Performance-Aware Virtual Machine Placement Tech-
nique for Cloud-based Real-time Applications, called
iPlace. iPlace employs two-level artificial neural net-
works to predict a host machine’s CPU usage at the
first level and power consumption and performance of
the host machine at the second level. In its current
form, iPlace targets only the compute-intensive appli-
cations due to the metrics utilized. Supporting variety
of application types in the cloud environment should be
considered.

5) Container-based Deployment for Stochastic System
Models: Our solution described the design and empirical
validation of a cloud middleware solution to support
the notion of simulation-as-a-service. Our solution is
applicable to those systems whose models are stochastic
and require a potentially large number of simulation
runs to arrive at outcomes that are within statistically
relevant confidence intervals, or systems whose models
result in different outcomes for different parameters. Our
solutions uses lightweigth virtualization in the form of
Docker containers and provides resource management
solutions in that context.

B. Research Outcomes

Our research contributions can be summarized as follows:
1) Dissertation: One PhD dissertation resulted from this

effort. Faruk Caglar defended his PhD dissertation in
April 2015. One proposal defense (Hamzah Abdul Aziz,
March 2017) was successful. Another two proposal
defenses are scheduled (Shashank Shekhar and Shweta
Khare, Summer 2017).

2) Workshop/Panel: PI Aniruddha Gokhale participated
in the DDDAS/Infosymbiotics panel at Supercomput-
ing 2014. PI Gokhale was also a co-organizer of the
DDDAS/Infosymbiotics workshop held at the HiPC con-
ference in Dec 2015.

3) Publications: Multiple journal, conference and work-
shop publications resulted from this work, which have
either appeared or are currently in submission as listed
here [55], [56], [57], [58], [43], [59], [41], [42], [46],
[54], [30], [51].

4) Software and Algorithms: Most of our work to date
is available for download. For instance, our ongoing
work on edge/fog/cloud is available at https://github.
com/shekharshank/indices. Our ongoing work is focus-
ing on packaging all of the deliverables as part of a
single framework and make it available in a common
githib repository under https://github.com/orgs/doc-vu.

C. Ongoing and Follow-on Research

1) Developing new ideas for Infosymbiotics at the Edge:
To continue our work in the DDDAS area, we are
exploring new research dimensions for Infosymbiotics
at the edge where processing must be carried out in the

context of the mobile, resource-constrained devices of
different modalities.

2) Leverage DURIP Award for Infosymbiotics at the
Edge: Our recent AFOSR funded DURIP award is
enabling us to set up a testbed to test our ongoing and
future ideas, particularly on the Cloud-Edge continuum.

3) Outreach: PI Gokhale has teamed up with other PIs Dr.
Vaidy Sunderam (Emory), Dr. Sandu (Virginia Tech) and
Dr. Hariri (Arizona) to guest edit a DDDAS special issue
of Springer Cluster Computing. The guest issue will be
published mid 2017.
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